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Chapter 1

Introduction

The idea of quantum computing was first proposed in the 1980s when it was

proposed to build computers based on the laws of quantum physics instead of clas-

sical physics [1]. However, this approach requires the challenge of assembling and

controlling quantum systems where typically it only appears at the level of funda-

mental matter, such as atoms and electrons. Over the past decades, there has been

seemingly rapid progress in addressing this challenge and how to make quantum

system become accessible and open up a new level of computational possibilities to

solve problems that relatively need large computational time for classical computers

[2]. For instance, Grover’s algorithm [3] to search for an element in an unstructured

list, Shor’s algorithm [4] for prime factorization, and efficient simulation of quantum

many-body systems.

Quantum computer and classical computer use different basic units of data.

In classical computing, information is encoded in bits (1s and 0s), while quantum

computing uses qubits. A single bit can deliver an outcome that is either 1 or 0. On

the other hand, the value of a qubit can be 0, 1, or any superposition of both states.

Hence, a qubit can take on various values at one time and perform calculations

beyond a classical computer. However, during these operations the quantum system

needs to be protected against the noise to avoid the loss of quantum superposition.

There are several platforms that can be used for qubits including semiconductor

quantum dots [5], trapped ions [6], superconducting circuits [7], photonic systems [8],

etc. The current state of trapped-ion and superconducting qubit platforms boasts

a higher number of qubits controlled in a system compared to the semiconductor

spin platform. The trapped-ion platform can hold up to 32 ion qubits [9] and a
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1. Introduction

superconducting platform with 127 qubits [10]. The latter was the Eagle processor

launched by IBM, surpassing the previous Google’s Sycamore chip with 53 qubits.

On the contrary, the semiconductor spin platform only has four qubits [11]. However,

semiconductor qubits provide an advantage in their small footprint and scalability.

Quantum dots can be referred to as artificial atoms. This is due to their dis-

crete energy levels as in the real atoms when the electrons are confined in all three

spatial directions [12–14]. Quantum dots can exist in a variety of sizes and materi-

als since it is a general kind of system. For instance, self-assembled quantum dots,

single molecules trapped between electrodes, and quantum dots in a semiconductor

using confining potential. Quantum dots can also come in various shapes, such as

in quasi one-dimensional objects like nanotubes or nanowires and two-dimensional

objects like thin films, two-dimensional electron gas, or quantum wells. There are

many ways to fabricate quantum dots. One of them is lithographic fabrication. Tiny

gate electrodes were placed on the top of a layer of semiconductor heterostructure

that confines electrons in two dimensions. These electrodes were fabricated by using

electron-beam lithography. Negative voltages can be applied to the gates, resulting

in the confinement of electrons into one and small islands. These quantum-confined

islands are the quantum dots [16]. The schematic figure of quantum dots with a

tunable number of electrons fabricated from a GaAs/AlGaAs two-dimensional elec-

tron gas (2DEG) is shown in Figure 1.1a. The confinement in the horizontal axis is

achieved by electric fields through metallic surface gates above the 2DEG, and con-

finement in the vertical axis is due to the boundary of GaAs/AlGaAs. In addition,

Figure 1.1b shows a scanning electron micrograph image of a few-electron single-dot

device.

For over the last twenty years, many research has been conducted on qubits that

are based on the freedom of electrons in quantum dots. For instance, the electron’s

charge, spin, and valley states. A natural choice for the qubit is the electron spin,

where the spin-up corresponds to |1〉 state and the spin-down with |0〉 state. Spin

qubits in semiconductors, like silicon, germanium, or gallium arsenide, can be used

for scalable quantum computing schemes. To represent a qubit by electron spins,

individual electrons can be electrostatically trapped in a heterostructure material,

such as silicon-germanium (SiGe). Figure 1.2a shows a scanning electron microscopy

image of a Si/SiGe heterostructure. The two circles represent the two spin qubits in

the double dots. Furthermore, Figure 1.2b shows a schematic image of the two elec-
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(a)

(b)

Figure 1.1: (a) A schematic view of a quantum dot defined in a two-dimensional
electron gas [15]. (b) Scanning electron micrograph of the single quantum dot

device [16].

tron trap sample that formed the double quantum dots in Si/SiGe heterostructure.

(a) (b)

Figure 1.2: (a) A SEM image of the quantum dots device that fabricated on a
Si/SiGe heterostructures [17]. (b) A schematic cross-sectional view of the double
quantum dots. Two electrons are trapped in the confinement potential created by
gates L, M, and R, with an aluminum oxide (Al2O3) layer between each gate [18].

As mentioned before, there are several candidates for using the degree of freedom

of electrons as qubits. Besides the electron’s spin and charge, we can also use valley

states. Valleys are the minima in the electronic band structure (conduction band)

[19]. An electron can occupy one of these valleys, and the valley can be considered

as an additional degree of freedom for the particle besides spin and charge. Some

materials possess multiple degenerate valleys in their conduction band. For instance,

graphene with its two-fold valley degeneracy [20], bulk aluminum arsenide (AlAs)

with three degenerate valleys in its conduction band [21], and silicon which has six

degenerate valleys. The latter is what we would like to focus on in this work.
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1. Introduction

(a) (b)

Figure 1.3: (a) Crystal structure of silicon. (b) First Brillouin zone of silicon
crystal lattice. [22]

The properties of silicon are very interesting for quantum computing. The crystal

structure of silicon is a diamond structure, as shown in Figure 1.3a. The crystal

lattice can be represented as two face-centered cubic lattices (fcc), where the second

lattice of atoms B is shifted relative to the first one of atoms A by a translation

vector along a diagonal. In the case of silicon, both atoms are identical. This is also

the case for typical semiconductors of group IV. It is shown in fig. 1.3b, the six

equivalent valleys of the conduction band of silicon along the three principal axes.

Hence, the bulk silicon has six degenerate valleys in its conduction band, and the

energies of the six states are the same due to the symmetry.

In the presence of confinement potential, the system can exhibit intriguing phe-

nomena. The symmetry is broken, and the degeneracy is lifted. Other effects such as

strain and electric fields can also cause this six-fold degeneracy in bulk silicon to be

broken. In this case, we will have four-fold degeneracy with high energy and two-fold

degeneracy with low energy (Fig 1.4). These lowest two states are not completely

degenerate because there is a small energy gap between the states, which is referred

to as valley splitting. It is crucial to calculate this valley splitting because this is

the qubit splitting in our model where the ground state corresponds to |0〉 state and

the first excited state corresponds to |1〉 state, and it needs to be under control.

Otherwise, if this splitting is not constant, it can be a noise factor in our model

resulting in decoherence and dephasing where the phase information of the qubit is

lost.

In this work, we aim to model this valley splitting in a silicon quantum dot with

a one-dimensional tight-binding model and calculate its value. We also investigate
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1. Introduction

Figure 1.4: The six-fold valley degeneracy of bulk silicon is broken into four-fold
and two-fold degeneracy. The two-fold degeneracy is broken by the confinement

potential [23].

how this valley splitting changes when we modify the confinement potential.

1.1 Motivation

Qubits as the basic unit in quantum computer can be constructed from several

physical systems with distinct quantum states, such as the polarization of a photon,

the spin degree of freedom, charge freedom, and the valley freedom of an electron,

and so on. In this case, we would like to make qubits in silicon by considering the

valley freedom of an electron in silicon. There are several points why silicon is an

interesting platform for quantum computers.

1. Silicon is a well-known material in the semiconductor industry. Due to its

abundance, intrinsic properties, and the ease in its fabrication, many electronic

and optical devices such as transistors, integrated circuits, and processors are

based on silicon. Based on this, it is possible to manufacture qubits in silicon

at a low cost.

2. Silicon is a spinless material, which means that it has low spin-orbit coupling.

Natural silicon has approximately a 4.7% concentration of 29Si isotopes, which

contain a non-zero nuclear spin. Whereas the two naturally abundant isotopes,
28Si and 30Si, are spinless. Spin is a potential source of noise and decoherence

[24]. Therefore, these properties contribute to long spin coherence times [25].

3. Silicon-based qubits have a relatively small size compared to the other types of

qubits. For instance, state-of-the-art quantum computers using trapped ions
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and superconducting qubits have a typical size of a few millimeters area that

is needed for one qubit [7, 26]. In comparison, silicon-based qubits are much

smaller in the nanoscale regime [27].

As we mentioned before, in this case we would like to work on silicon-based

qubits that use the valley freedom. There are several reasons why it is interesting to

use the valley freedom as qubits.

1. Valley qubit in a silicon quantum dot has protection against the charge and

magnetic noise [28, 29]. In quantum computing, it is essential to maintain

the coherent superposition of quantum states from any disturbance such as

the noise from an environment that can lead to decoherence and the loss of

qubit information. In the case of valley freedom, its electron density for the

two states, the ground state and the first excited state, has the same envelope

function. This means that if we have some potential fluctuations in the system,

the two energy levels are shifted with the same value. Therefore, the qubit

splitting remains the same, and it does not give any contribution to the noise

or decoherence.

2. Valley splitting in a silicon quantum dot can be controlled electrostatically in

the range from 0.3 to 0.8 meV [30]. Electrical manipulation is a fundamental

condition to ensure coherent valley operations.
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Chapter 2

Tight-binding model

2.1 Tight-binding model for electrons in 1D

To calculate the valley splitting in a silicon quantum dot, we would like to use

a one-dimensional tight-binding model when we have a 1D crystal. This section

presents our review of this tight-binding model and the calculation to obtain the

dispersion relation.

The band structure calculation can be done in several approaches. One of the

commonly used techniques is the tight-binding model. This model involves electrons

that are bound to atomic orbitals at each site of the crystal lattice and allows the

hopping of electrons between the neighboring sites, as shown schematically in the

Figure 2.1. In this approximation, the long-range hopping can be neglected because

its amplitude is small due to the exponential decay as distance increases.

Figure 2.1: Schematic illustration of one dimensional tight-binding model with
hopping parameter t and atomic distance a.

In many-body system, the tight-binding Hamiltonian can be written in a second

quantized form, as expressed in Equation 2.1
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2. Tight-binding model

H = ε0
∑
i,σ

c†iσciσ − t
∑
〈ij〉,σ

(
c†iσcjσ + h.c.

)
(2.1)

where the t is the hopping parameter, ε0 is the onsite energy term, 〈ij〉 indicates the

site indices and they are neighbors, σ is the spin polarization, and c†iσ and cjσ are

creation and annihilation operators. The c†iσ is defined as the operator that creates

one electron with spin σ at site i. Likewise, the cjσ annihilates an electron with spin

σ at site j. However, in this work, we neglect this spin freedom because we will focus

on the spinless model. The h.c. term means the hermitian conjugate of the other

term, which in this case c†jσciσ.

In the tight-binding model, several assumptions are made. We begin with the

assumption that all the orbitals are orthogonal. Then, we identify the basis states

where we have one orbital for each atom. We can express this by Eq. 2.2, and label

the orbital for the electron at atom n as |n〉.

〈n|m〉 = δn,m (2.2)

where δn,m is the Kronecker delta.

δn,m =

{
1, if n = m,

0, if n 6= m.
(2.3)

The general form of the wave functions that can be a solution to the Hamiltonian

is a superposition of these orbital states which means that the electron can be split

between these orbital states. We will look for solutions to our model on the basis

of atomic orbitals. Therefore, a one-dimensional tight-binding model is known as

the LCAO (linear combinations of atomic orbitals) method. The state and the wave

function of the electron in the basis of the orbitals can be written in Eq. 2.4. In

addition, the time-independent Schrödinger equation on the basis of orbitals reads

as Eq. 2.5.
|ψ〉 =

∑
n

dn|n〉 (2.4)

H|ψ〉 = E|ψ〉 (2.5)

Alternatively, we can write the Eq.2.5 in the form of a component matrix multipli-

cation as follows
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2. Tight-binding model

∑
m

Hnmdm = Edn (2.6)

with Hnm = 〈n|H|m〉 as the matrix elements.

Since the Hamiltonian only couples the nearest neighbor sites, so we can write

an approximation as

〈n|H|m〉 =


ε0, for n = m

−t, for n = m± 1

0, otherwise.
(2.7)

The ε0 term denotes the on-site energy or the atomic orbital energy, and in this

case it is constant at each site. The t parameter is the tunnelling term. When the

difference between n and m is bigger than one, then we neglect this term of 〈n|H|m〉

because it will be relatively smaller than ε0 and t parameters.

∑
m

Hnmdm = Edn (2.8)∑
m

ε0dm − t
∑
m

δn,m+1 + δn,m − 1dm = Edn (2.9)

ε0dn − t(dn−1 + dn+1) = Edn (2.10)

Fourier Transformation The tight-binding Hamiltonian, as expressed in Eq. 2.1,

is not diagonal since it contains two different operators. To solve the Hamiltonian,

we need to do a Fourier transform to diagonalize it by changing the basis.

According to the Bloch theorem, the solution of the Schrödinger wave equation

for an electron moves in a periodic potential is of the form of some periodic function

times a plane wave. We use the following ansatz form

dn =
eikna√
N

(2.11)

From this, we substitute the dn into the Eq. 2.10 as follows
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2. Tight-binding model

ε0
eikna√
N
− t
(
e−ik(n−1)a√

N
+
e−ik(n+1)a

√
N

)
= E

e−ikna√
N

e−ikna√
N

(
ε0 − t

(
eika + e−ika

))
= E

e−ikna√
N

ε0 − t (2 cos ka) = E

Then we can obtain the dispersion relation for the one-dimensional tight-binding

model as the following,
E(k) = ε0 − 2t cos ka (2.12)

A plot of this energy dispersion relation is shown in Figure 2.2.

Figure 2.2: Dispersion relation of the one-dimensional tight-binding model,
according to 2.12, where ε0 = 0 eV and t = 0.5 eV.

2.2 Tight-binding model for silicon

In this section, we would like to modify the previous model to describe the valley

feature of the silicon. This is the simplest possible model for the conduction band

of Si that can accurately reproduce the lowest conduction band of silicon in 1D.

The tight-binding Hamiltonian for silicon in a real-space representation reads as Eq.

2.13,
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2. Tight-binding model

H =
∑
i

εic
†
ici − t1

∑
i

(
c†i+1ci + h.c.

)
− t2

∑
i

(
c†i+2ci + h.c.

)
(2.13)

In this model, we have an additional parameter where we take into account

for not only the interaction with the next neighbor but also with the next nearest

neighbor sites, where each is represented by the hopping terms, t1 and t2. εi is the

onsite energy that depends on the i as the site index. In this Hamiltonian, we omit

the spin term (σ) since we will focus on the spinless model. After we fit all these

parameters, we would obtain the dispersion relation and check the effective mass

and position of the minima.

To obtain the dispersion relation, first, we can re-write the approximation for the

matrix elements in the Hamiltonian as Eq. 2.14. Here we focus on the homogeneous

model when ε is constant (εi = ε0).

〈n|H|m〉 =


ε0, for n = m

t1, for n = m± 1

t2, for n = m± 2

0, otherwise

(2.14)

Then we substitute these parameters into the Eq. 2.6.∑
m

ε0δn,mdm + t1
∑
m

(δn,m+1 + δn,m−1) dm + t2
∑
m

(δn,m+2 + δn,m−2) dm = Edn

ε0dn + t1 (cn−1 + cn+1) + t2 (cn−2 + cn+2) = Edn

In this case, we use an ansatz

dn =
eikna√
N

(2.15)

ε0
e−ikna√
N

+ t1

(
e−ik(n−1)a√

N
+
e−ik(n+1)a

√
N

)
+ t2

(
e−ik(n−2)a√

N
+
e−ik(n+2)a

√
N

)
= Edn

e−ikna√
N

(
ε0 + t1

(
eika + e−ika

)
+ t2

(
ei2ka + e−i2ka

))
= E

e−ikna√
N

ε0 + t1 (2 cos ka) + t2 (2 cos 2ka) = E

E = ε0 + 2t1 cos ka+ 2t2 cos 2ka

12



2. Tight-binding model

We obtain the dispersion relation for this model

E(k) = ε0 + 2t1 cos ka+ 2t2 cos 2ka (2.16)

A plot of this energy dispersion relation is shown in Figure 2.3.

Figure 2.3: Dispersion relation.

Figure 2.3 shows the dispersion relation which is different from the previous

model where it only has one minimum point at the middle (Fig. 2.2). In this case,

we have two minima and these are the valleys. According to this result, this model

is good for materials that have two valleys. In our work, we will use these valleys as

a qubit.

From the silicon band structure, we get two values, the position of the minima

(k0) and the effective mass (me). We would like to find the corresponding t1 and t2
values which give the correct values for the k0 and me. The lattice constant a, which

defines the spacing between the silicon atoms, is given. It is divided by four which

come from the crystal structure of the silicon. According to Boykin et al. [31], the

values for each parameter are the following,

t1 = 683 meV (2.17)
t2 = 612 meV (2.18)

a =
0.543

4
nm (2.19)
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2. Tight-binding model

From this, we we can check the position of the minima as the k0 value, by substituting

parameters value of t1, t2, and a (lattice constant) into the equation below

∂E(k)

∂k
= 0 (2.20)

−2t1a sin ka− 4t2a sin 2ka = 0

−t1 sin ka = 2t2 sin 2ka

−t1 sin ka = 4t2 sin ka cos ka

− t1
4t2

= cos k0a

k0 = 13, 65 nm−1

and we obtain that k0 is 13,65 nm−1, which is the correct value for silicon.

Effective mass The effective mass is an important parameter when the electron

is moving within a solid material in a periodic potential. We can find the effective

mass by evaluating the region around k0 by doing Taylor expansion and approximate

the polynomials near some input, which is k0 + ∆k.

ε(k) = ε(k0) + (k − k0) [ε′(k)]k=k0 +
1

2
(k − k0)2 [ε′′(k)]k=k0 (2.21)

Since ε′(k) indicate the gradient at k = k0, the value of this term is zero.

ε(k) = ε(k0) +
1

2
(k − k0)2 [ε′′(k)]k=k0

1

2
(k − k0)2 [ε′′(k)]k=k0 =

~2

2me

(k − k0)2

me =
~2

[ε′′(k)]k=k0
(2.22)
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2. Tight-binding model

To find the effective mass, based on eq. 2.22, first we will look for ε′′(k), and substi-

tute the value.

ε′′(k) = −2t1a
2 cos ka− 8t2a

2 cos 2ka

[ε′′(k)]k=k0 = −2t1a
2 cos k0a− 8t2a

2
(
2 cos2 k0a− 1

)
[ε′′(k)]k=k0 = −2t1a

2

(
− t1

4t2

)
− 8t2a

2

(
t21
8t22
− 1

)
[ε′′(k)]k=k0 = −1

2

a2t21
t2

+ 8a2t2

[ε′′(k)]k=k0 = 83.2 nm2meV

From this, the effective mass is

me = 8.35× 10−31 kg = 0.916m0 (2.23)

This value gives the correct longitudinal effective mass for silicon according to Hensel

et al. [32]
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Chapter 3

Confinement Potential

In this part, we would like to investigate what happens with these valleys when

we have a confining potential. In the presence of confinement potential, the degen-

eracy is lifted, and we would like to calculate the valley splitting between the two

lowest energy states. However, before we apply this confinement to the tight-binding

model, first we analyze the well-known problem where we have a free electron in the

quantum well. We would like to solve this continuous model with the Schrödinger

equation. Hence in the first part, we will focus on the infinite potential well and in

the second part we will focus on the tight-binding model.

3.1 Free electron model

The infinite potential well is one of the toy models of a quantum well system. It

is also known as the particle in a box model. It describes how a free particle moves

in a box with impenetrable walls that can be modeled by the potential given in Eq.

3.1. As shown in Fig. 3.1, there are hard walls that prevent the particle from going to

x > L and x < 0. So we can expect that the wavefunction must have vanished when

the potential is infinite. L here is the length of the well. The potential is defined as

V (x) =

{
0, 0 < x < L,

∞, x ≤ 0, x ≥ L
(3.1)

In the case of a flat model without any confinement, the onsite energy term is

constant throughout every site. However, when we turn on the confinement potential

which is the infinite quantum well, the potential is zero inside the quantum well and

becomes infinitely large outside the range L. We can impose the potential into the
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3. Confinement Potential

Figure 3.1: Infinite square well potential.

continuous model by using the time-independent form of the Schrödinger equation

as expressed in Eq. 3.2

Hψ(x) = Eψ(x) (3.2)

H =
~2

2m

d2

dx2
+ V (x) (3.3)

According to Eq. 3.1, when the potential V (x) = ∞, we must expect that the

wavefunction is vanished, i.e. ψ(x) = 0, and the probabiltiy is zero. However, when

V (x) = 0, we can calculate the wavefunction using the Eq. 3.2. A solution to this

wavefunction can be written as,

ψ(x) =


√

2

L
sin
(nπx
L

)
, where n = 1, 2, 3, ... and 0 < x < L,

0, otherwise.
(3.4)

The wave function in quantum mechanics can be used to illustrate the wave

properties of a particle. However, the function itself has no physical meaning as it

is not a quantity that can be observed. Nevertheless, if we take the square of the

absolute value of the wave function (|ψ|2), it will give important information. The

amplitude of the wavefunction at a given position is related to the probability of

finding a particle in a certain region by P (x, t) = |ψ(x, t)|2.

17



3. Confinement Potential

3.2 The tight-binding model

The setup used in this work is when we have an electron in silicon treated with

a tight-binding model in the infinite square well potential. We work on Eq. 2.13,

where εi = 0 when 0 < i < L. Here, L denotes the number of sites in our model and

we choose to work on 100 sites. Using the eigenvalues and eigenvectors obtained by

exact diagonalization of the Hamiltonian matrix of our model, we can calculate the

probability densities. Then, we plot the probability density function, and obtained

the result as seen in Fig. 3.2, 3.3, and 3.4 for the ground state, the first excited state,

and the second excited state. To explain this behavior, it is worth noting that for a

particle in a box model, the wave function is a sine function [33]. We observed that

the envelope function for the probability density figures of the |0〉 and the |1〉 states

is the same as the probability density function for the ground state of a free electron

in an infinite quantum well. We also noticed a fast oscillation because we have an

additional minimum in the conduction band (k0) as shown in Fig. 2.3. These two

states represent the two valley states which are used as a qubit. Moreover, for the

second excited state (Fig. 3.4), it exhibits the same envelope function as the higher

state in a simple model.

Figure 3.2: |0〉 state Figure 3.3: |1〉 state

Figure 3.4: Second excited state

18



3. Confinement Potential

3.3 Valley splitting in infinite square well potential

Qubit is the fundamental unit of quantum information. It can be constructed

from an object that can obtain a quantum superposition between two states. A spin

of an electron is one of the examples where we can treat the spin up and spin down

as two states, the |1〉 and |0〉 states, respectively. Another example is a polarization

of a photon, where the two states can be taken to be the vertical polarization and

the horizontal polarization.

In quantum computing, the presence of degeneracy can be a source of deco-

herence, and it can degrade the computation. Multiple minimums or valleys in the

silicon conduction band can threaten the qubit operation. Hence, we need to lift this

valley degeneracy by creating a valley splitting.

Since we will use the valley states as a qubit, it is crucial to find the size of the

valley splitting. To calculate the valley splitting, we can use the exact diagonalization

method of the Hamiltonian matrix from our tight-binding model and obtain the

low energy eigenstates and the corresponding eigenvalue. As mentioned before, the

same envelope function between the two lowest states renders the protection against

charge noise. Fig. 3.5 shows the valley splitting between the two lowest states denoted

by ∆E as a function of the number of sites in the square well potential denoted by

L. In our numerical calculation, we observe an oscillation and a decaying trend. We

can see that the energy splitting decreases as the length increases. This was also

investigated analytically in the literature [31], which also gives the formula for the

valley splitting.

We present two results, the numerical simulation, and the analytical calcula-

tion. Here we attempt to produce the well-known result from the literature (Boykin

et al. [31]). Results of our numerical simulation are compared with the analytical

calculation from the paper. By this, we try to verify our method and simulation

codes.

Analytical calculation According to Boykin et al. [31], the analytical formulas

for the valley splitting were derived. They used the same tight-binding model to

calculate the valley splitting. The result is expressed as the following,

∆E = |E1 − E0| ≈
16π2t2

(L+ 2)3
sin

(
Φmin

2

) ∣∣∣∣sin [(L+ 2)
Φmin

2

]∣∣∣∣ (3.5)
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3. Confinement Potential

Figure 3.5: Valley splitting

where L is the length of the system and the two-band phase Φmin can be calcu-

lated via the one-band phase ρmin, where ρmin = π−Φmin

2
and cos (ρmin) = −t1/4t2.

t1 and t2 are the nearest-neighbor and second-nearest-neighbor parameters, respec-

tively.

3.4 Parabolic confinement

3.4.1 Valley splitting

In this part, we would like to investigate another type of confinement. We in-

troduce the parabolic confinement and calculate the valley splitting between the

two lowest energy states. The parabolic confinement can be modeled as a harmonic

potential at a stable equilibrium position in which the onsite energy increases as

we go further from the middle point of the confinement potential. The potential is

varied as a function of the onsite energy term that depends on the site index. It can

be expressed as Eq. 3.6 below,

εi = Ai2 (3.6)

where A indicate the strength of the confinement and i is the site index.

In Fig. 3.6, the valley splitting ∆E is plotted as a function of the strength of

the confinement indicated by the A value. The larger the A value, the sharper the

parabolic confinement is. Furthermore, by this, if we have a small A value, that
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3. Confinement Potential

means the effect of this parabolic confinement is weaker, and when we increase

this A value, we will find how this effect of parabolic confinement becomes more

important than the square-well potential. This calculation is based on our model,

which contains 100 sites. The number of sites is due to our observation that the effect

of parabolic confinement becomes more pronounced when we increase the length of

the system.

When we set the strength of the parabolic confinement between 1-50, the valley

splitting is on the same order of magnitude as in the case of a quantum well. However,

the valley splitting increases significantly as we set the A higher and eventually, we

reached the order of 10 meV as we set it to 100, which means the sharpest parabolic

in this model.

Figure 3.6: Valley splitting as a function of the strength of the parabolic
confinement.
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Chapter 4

Summary

In this thesis, we investigate the valley splitting in silicon quantum dots. We

calculate the valley splitting in silicon and investigate the cases where different

confining potentials are present.

First, we investigate the simplest tight-binding model which gives the correct

result for the shape of the conduction band of silicon in 1D. After that, we use this

model to calculate the valley splitting in a quantum well when we have an infinite

potential well and parabolic confinement. In the first case, we test our numerical

result with the analytical calculation done by Boykin et al. [31]. From our numer-

ical simulation result, we observe an oscillation and a decaying trend in the valley

splitting as we increase the number of sites in the square well potential.

In the second case, where we introduce parabolic confinement, we observe that

the valley splitting increases as the strength of the parabolic confinement increases.

When we set a low strength for this confinement, the valley splitting is on the same

order of magnitude as in the case of a quantum well. However, the valley splitting

will increase significantly as we set a higher strength for the parabolic confinement.
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